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1 INTRODUCTION

Developers usually perform systematic edits manually because often the code is slightly different in each location (with respect to names, contexts, etc.) so that they cannot use a plain textual search-and-replace. Refactoring wizards of IDEs also just offer a set of predefined transformations and thus only provide help for a subset of all systematic changes. Furthermore, they do not support code changes that lead to different semantics, which is necessary in many situations (e.g., to fix errors).

Current research tools [29, 35] learn systematic edits from one or more manually provided training examples and build generalized patterns from them. Then the tools search the code base for locations to apply these patterns to and present the code of the applied patterns as recommendations to developers. Since the tools construct the suggested code (to a large extent) purely syntactically, the code is often wrong (uses undefined variables, calls non-existing functions, misses statements, etc.). Thus, the recommended code is often inaccurate, i.e., it is not what developers would have written if they had done the systematic edits by hand. Although such inaccurate recommendations are helpful as they identify locations for code changes, developers still need to manually adjust them before they can insert them into their projects.

Fig. 1 illustrates this problem. The two recommendation systems LASE [29] and ARES learn a pattern from the code changes given in Fig. 1(a+b) (in a classic diff representation). Both tools find the matching code location in Fig. 1(c). LASE suggests the code change in Fig. 1(d). ARES produces the more accurate one in Fig. 1(e) that is closer to what a developer would have written. There are two reasons for the differences. First, since change (b) explicitly removes

```
init();
assert (foo != null);
foo.someMethod(42);
print(foo);
+ if (foo != null) {
  + foo.someMethod(42);
  + print(foo);
  + }
```

(a) Example change.

```
init();
assert (foo != null);
foo.someMethod(42);
foo.run();
```

(c) Matching code location.

```
init();
assert (foo != null);
if (foo != null) {
  foo.someMethod(42);
  foo.run();
}
```

(d) Inaccurate recommendation by LASE.

```
init();
assert (foo != null);
if (foo != null) {
  foo.someMethod(42);
  foo.run();
}
```

(e) More accurate recommendation by ARES.

Fig. 1: Example for code recommendations.
the `assert` statement, it should not be part of the recommendation. However, as LASE only applies the common subset of the code transformations that are present in the training examples, the `assert` remains untouched. Second, LASE leaves `foo.run()` in place. This is wrong because, from a developer’s point of view, `someMethod` and the code in the following line are both moved into the new `if`-statement. However, many approaches (like LASE) either do not express code movements accurately or cannot handle them due to the type of patterns and algorithms they use [35, 36]. Since the latter only support `delete`, `insert`, and `update` operations on the code, they can only learn to insert `print(foo)` and/or `foo/print()`, but not the more accurate code movement.

To avoid these two sources of inaccuracy, the pattern representation of AREs can both express variations in the input code changes and code movements. AREs also use algorithms that can generate more accurate recommendations based on these patterns.

Fig. 2 shows the workflow of ARES. The loop in the upper row derives and refines a generalized pattern that represents all the code changes in a training set. The loop starts with two code changes from the input set and generates a pattern for them. Subsequent iterations refine this pattern by considering the next examples successively. With a Generalized Pattern ARES browses a given code base for locations where the pattern is applicable (Search for Applications). It then applies the transformation encoded in the pattern to a copy of each found location (Recommendation Creation) and presents the transformed copy as recommendation to the user.

Sec. 2 explains the pattern design and how this helps in creating more accurate recommendations. Secs. 3–6 describe the pattern creation, the search for locations to apply them, and the generation of the recommendations. We then quantitatively compare ARES with LASE in Sec. 7, and discuss related work before we conclude.

## 2 Pattern Design

AREs uses a pattern representation that is close to source code. Fig. 3 holds an example pattern (based on our previous work on this topic [15]) that expresses (and generalizes) code changes applied to a code base. The set of code changes is the input of ARES. There are two plain Java code blocks in the pattern, one original code block that represents the input examples before their transformation and one modified code block that represents the examples after their transformation. To express variations in the input examples, the patterns use a set of annotations, added as Java comments.

The example pattern starts with the `match` annotation that simply declares the beginning of the pattern. The tags `original` and `modified` allow an easy distinction between the two code parts of the pattern for a human reader. The original part of the `match` annotation also contains the letter `k`. This `k` stands for an identifier that occurs in the pattern body and means that the identifier name of `k` is not fixed and any variable name in a code location is an acceptable replacement for `k`. In contrast, any location to which the pattern is applicable has to use identifiers with the same name (e.g., `foo`).

### Code Changes

```java
18/11
// match (original, k) {
19/12
  //match (modified) {
20/13
    //wildcard stmt(A1, verbose, 1) //use (A1, verbose, 1)
21/14
    this.init(verbos); this.init(verbos);
22/15
    updateValue(); updateValue();
23/16
    k = 0; k = 0;
24/17
    while (k < 10) {
25/18
      //wildcard stmt(A2);
26/19
      if (foo != null) {
27/20
        foo.someMethod(42);
28/21
        k++; k++;
29/22
      } }
30/23
799
```
of arbitrary code. This solves the accuracy problem of the moved print methods in the introductory example.

The modified part of the pattern also contains a choice annotation. ARES creates this annotation if some training examples add different code. As the added statements have no connection to the original code, ARES (and also other tools) cannot decide which statements lead to the most accurate recommendation. ARES instead lets the developer choose among the variants of the same recommendation. Thus, the choice annotation allows ARES to handle additional variations in the training examples to increase accuracy.

The above discussion demonstrates that our pattern design can increase the accuracy of recommendations. How to generate such patterns from examples and how to use them to create accurate recommendation is covered in the next sections.

3 INPUT ORDER DETERMINATION

When constructing the generalized pattern, ARES considers the input code changes one after the other in the loop that is shown in the upper half of Fig. 2. The order in which ARES uses them influences the pattern. Two changes that are very different (i.e., that have a large edit distance) probably lead to a generalized pattern that makes excessive use of wildcards to hide away the differences. The resulting pattern is over-generalized and will match in many locations of the code base. The smaller the edit distance between two changes is, the smaller are the differing code fragments that ARES hides in wildcards. Hence, the key idea is that in every iteration of the loop, ARES first identifies a code change that is as close to the current working generalized pattern as possible. Initially, in the first iteration when there is no working generalized pattern ARES chooses the two code changes that are as close to all other changes in the input set as possible.

To determine the edit distance, ARES uses a tree differencing algorithm that extracts the differences between two abstract syntax trees (ASTs). In general, this is more precise than approaches based on strings or tokens. Thus, ARES uses a tree differencing algorithm to extract code differences throughout the whole process (unless stated otherwise). Tree differencing algorithms differ with respect to their precision in tracking code movements. A tree differencing algorithm that reliably detects code movements leads to an edit distance that better captures the closeness of two input examples, which is important for the input order determination. Thus, ARES uses MTDIFF [14], the currently most precise tree differencing algorithm that considers code movements.

Let us sketch this input ordering process by means of an example. Assume that there are four code changes c1..c4. Each of them consists of an original method block o1 and a modified method block m1. To obtain the distance between two code changes ci and cj, ARES computes the number of edit operations required to transform o1 into oj plus the number of edit operations to transform m1 into mj. Table 1 holds some fictitious edit distances for this example. As initial pair, ARES selects the examples that represent the two columns with the lowest sum (c2 and c3 in the example). The first iteration then constructs a working Generalized Pattern. Sec. 4 below describes this step in detail. The next iteration of the loop then computes the edit distances from the working generalized pattern to the remaining code changes (c1, c4) and uses the change with the smallest distance to it for the next iteration.

Picking input examples in an order that yields fewer wildcards increases the accuracy of the recommendations as wildcards can hide code transformations. For example, it is possible that the combination of the working pattern with an input example forces ARES to generalize the loops in Fig. 3 into an extra wildcard. The resulting pattern would still match relevant code locations in the search step, but ARES would no longer transform the while into a for loop. Thus, more wildcards lead to less accurate recommendations.

4 PATTERN CREATION

The input of the Pattern Creation step are two code changes (c1 and c2) with their respective original and modified method bodies. Fig. 4 holds the running example for this section, from which ARES creates the pattern in Fig. 3. As discussed in Sec. 2, this pattern solves the accuracy problem.

The Pattern Creation step adds wildcard annotations where the original method bodies o1 and o2 differ. Similarly, it adds use annotations where m1 and m2 differ. To do so, ARES uses the tree differencing algorithm MTDIFF which takes one original and one modified AST as input and then matches nodes from the original AST with nodes of the modified AST. Two nodes are a possible match if they have the same type, e.g., if both are identifiers. MTDIFF uses heuristics for this matching of nodes. Based on the node matches, MTDIFF generates a small edit script, i.e., a list of edit operations that transform the original AST into the modified AST. It uses four different types of edit operations on the granularity of AST nodes, namely delete, insert, update, and move. The move operation moves a complete subtree to a new location.

Any AST node that is part of such an edit operation identifies a change between the method bodies that the Pattern Creation handles with annotations. It also keeps all the remaining code unchanged in the pattern to increase the accuracy.

Below we show in detail how ARES uses the edit scripts D(o1,o2) and D(m1,m2) provided by MTDIFF to create the pattern. To determine the correct names in the use annotations ARES also requires D(o1,m1) and D(o2,m2). As this process is the most complex part of ARES, we present it in six steps.

4.1 Change Isolation

When ARES generates a pattern from the input examples, it has to make sure that the edit scripts only cover the sections of the code that contain the actual change. Surrounding code that has nothing to do with the change but still is different in the input examples should not be part of the pattern. If there was no change isolation, such surrounding code would cause an over-generalized pattern.
and thus inaccurate recommendations. In Fig. 4 change c1 does not have a try statement whereas c2 does. Without a preceding isolation of the main change, MTDIFF would create an insert operation for the try statement that in turn results in a wildcard annotation. This would lead to an over-generalized pattern with a single wildcard. To avoid this, ARES isolates the code parts that actually contain the relevant change, e.g., the body of the try node.

ARES implements the necessary Change Isolation in two phases. The first phase identifies the lowest nodes in the ASTs that encapsulate the changes, the second phase applies several heuristics if the first phase still leads to an over-generalization. In the first phase, ARES works with the ASTs of the original method o1 and the corresponding modified method m1 of a change. The edit script D(o1, m1) helps to identify the lowest root nodes in the two ASTs that are affected by all the edit operations. Each such change-root has the maximal distance from the root node of its AST and still encapsulates all the differences between o and m. In the example, the change-root of o1/m1 is the complete method block from line 1 to 20. The change-root of o2/m2 is the try node (due to the change in the catch). As the roots are of different types, selecting these two nodes would still lead to an over-generalization. This and similar input examples are addressed by phase two. In all easier cases, ARES uses the change-roots for isolation and pattern generation to exclude all surrounding code.

If the first phase cannot prevent an over-generalization, the second phase applies the following three heuristics in the described order: (a) Search for similar statements (i.e., statements paired together by MTDIFF) in the children of the change-root of o1 and the children of the change-root of o2. For m1 resp. m2, there have to be matching nodes in D(o1,m1) resp. D(o2,m2). (b) Reverse the roles of c1 and c2 and then try (a) again. (c) Performs (a) and (b) again but this time with the grandchildren instead of the children. If all three heuristics fail, the current implementation of ARES stops without a generated pattern to reduce the execution time.

On the example, phase two identifies similar statements in the block of c1 and in the body of the try statement. These nodes isolate the actual change, avoid over-generalization in the resulting pattern, and thus reduce the irrelevant and inaccurate recommendations.

4.2 Edit Script Adjustment

While Change Isolation avoids over-generalization, Edit Script Adjustment finds a balance between over-generalization and over-fitting (i.e., the creation of patterns that only match in very specific situations, e.g., the training set). To keep a balance, ARES uses a rule-based system with over 50 rules (see https://github.com/FAU-Inf2/ARES)—far too many to present individually within the space restrictions of this paper. Hence, we can only discuss the two main issues that influence the balance and apply the relevant rules to the running example.

The first issue is that in most cases the tree differencing is too fine-grained. It often identifies many small changes on the level of expressions but only few changes on the level of statements, especially if the training examples are quite similar. The resulting patterns then have wildcards and uses for fine-grained expressions that often only fit the training examples. The accuracy of the recommendations will be high, but the recall will be low.

To avoid this, ARES looks for matching statements that vary in many of their sub-expressions. In those situations, ARES adjusts the MTDIFF-generated edit script to use a single edit operation that covers the whole statement (instead of many edit operations for all the differing sub-expressions). For example, rule #48 (see Fig. 5) adjusts the edit script for a declaration statement. It applies to line 2 in Fig. 4. Although both the left and the right hand side of the assignment differ in o1 and o2, MTDIFF keeps the assignment as this keeps the size of the edit script D(o1,o2) small. To avoid over-fitting, ARES adjusts the edit script and replaces all delete and insert operations for both the left and the right hand side of the assignments (lines 8–9 in Fig. 5) with one insert operation for a full statement (line 10 in Fig. 5). Adding a delete operation for the assignment is unnecessary as this would only lead to a wildcard at the same position.

Since finding an optimal list of edit operations that includes code movements is NP-hard [10, 11], all move-aware tree differencing algorithms rely on heuristics and there are cases in which the edit script is not optimal. Any non-optimal list leads to unwanted
wildcards and thus increases the generality unnecessarily. This is
the second balancing issue that the edit script adjustment addresses.

For instance, Rule #31 examines moves across nested code blocks. It
applies to line 3 in Fig. 4. MTDIFF determines that the number of
edit operations is minimized if the code of line 9 in o1 is moved to
line 3 in o2. As a consequence, MTDIFF generates a move operation.
Due to this move operation, ARES would insert a wildcard in line 3.
This is too general. Instead, the adjustment step replaces the move
with a delete operation for the call in line 9 of o1. Then it adds the
insert operation for verbose in line 3 of o2.

Rules #13–19 handle movements of identical statements. For
example, there exist two identical statements in o2 (lines 5 and 8)
for the call in line 5 of o1. Although this is not a problem for the
running example, the adjustment step has to take care of wrong
pairs of two identical statements inside the tree differencing results.
Otherwise, there are unnecessary moves in the list of edit operations
which can lead to an over-generalized pattern.

Rules #42–46 handle changes that are already covered by changes
of the parent statement. These rules apply to the lines 8 and 9 of o1
that are replaced by new statements in o2. MTDIFF generates delete
and insert operations for each AST node in both lines. For example,
MTDIFF generates a delete operation for String, tmp, etc. For the
Pattern Creation only the insert for the invocations of updateValue
and printValue in o2 are relevant. Thus, the rules remove all edit
operations on nodes that are part of the statements. For the delete
of the assert in line 12, ARES also replaces the deleted expressions
with a single delete of the complete statement.

4.3 Match Insertion

This step inserts the match annotation into the generalized pattern
(see Fig. 3). The main purpose of this annotation is to provide a list
of identifier names that differ between o1 and o2. Using wildcards for
them is too verbose and would unnecessarily enlarge the patterns.
Instead, ARES uses the matched node pairs from D(o1,o2) to find
identifiers in the same match pair but with different names. For the
running example, this is only the pair (j, k) of the loop variables. By
mentioning the names in the annotation, ARES can remove them
from all update operations in both D(o1,o2) and D(m1,m2).

4.4 Wildcard and Use Insertion

This step adds the wildcard and use annotations to the pattern
according to the edit operations that are left after the previous steps.
ARES replaces each statement that an insert adds in o2 with
a wildcard. If the insert operation adds an expression, ARES adds a
wildcard annotation in front of the statement. Similarly, for each
insert that affects expressions or statements in m2 ARES adds use
annotations. For each delete operation that removes a node from
o1 ARES adds a wildcard annotation at the corresponding spot in
o2 (determined with D(o1,o2) and the heuristics). In the same way,
ARES replaces each delete in m1 with a use annotation in m2. As
move operations basically delete a node in o1/m1 and add it in o2/m2,
ARES adds wildcards for the delete and insert operation expressed
by the move. Note that at this point there are no longer update
operations as the edit script adjustment either removed them or
replaced them with insert operations. ARES also memorizes which
annotation belongs to which edit operation in order to facilitate
the following name assignment step.

Since in the example the insert of verbose is left in D(o1,o2), ARES
adds a wildcard annotation before the statement and tags it with
expr. Additionally, it specifies which expression corresponds to
the wildcard (verbose). As it is possible that an expression occurs
several times on the same statement, the wildcard in line 3 of the
final pattern in Fig. 3(a) also specifies the number of the occurrence
(1 for the example). Fig. 3(b) shows the corresponding use.

Another operation is the insert of the assignment in line 2 of
c2. ARES replaces this assignment with a wildcard annotation in
o2. As it is a replacement for a complete statement, the tag stmt
is added to the wildcard. Similarly, ARES replaces the assignment
in m2 with a use annotation. For the inserted statements in lines
8 and 9 ARES also inserts wildcard and use annotations. After the
insertion of the annotations in line 9, ARES immediately combines
both adjacent annotations into a single one.

ARES proceeds with the remaining edit operations in this fashion
and finally creates the result in Fig. 3.

4.5 Wildcard Name Assignment

This step assigns the names that link the wildcard annotations in
the original part to the use annotations in the modified part. Since these
names can occur in different spots on both sides of a pattern, they
encode code movement. Hence, they are crucial for the accuracy of
the recommendations.

To identify the correct wildcard/use pairs, this step examines
the statements that were replaced by wildcards (memorized by
the previous step). In the running example, a wildcard replaced
updateValue in line 8 of o2. Then ARES uses D(o2,m2) to find a
node in m2 that is matched to the moved updateValue from o2. In
the example, the matched node is the call of updateValue in m2.
As updateValue in m2 was also replaced by a use, ARES links the
wildcard and use of the call together and gives them the same name
(A2 in the example). Similarly, ARES assigns the other names to
create Fig. 3.

The previous steps may create a pattern that starts with a stmt
wildcard. However, when searching for applications it is unclear
which sequence of statements this wildcard should match. Therefore,
ARES enforces that patterns begin with a specific statement
instead of a wildcard. In the running example, ARES removes the
wildcard that replaced the assignment in line 2 of o2. If there is a
corresponding use with the same name and this use is also the first
statement in the pattern, ARES also removes it. The same applies
to stmt wildcards at the end of the pattern as they match the com-
plete remaining function and thus the recommendation would be
unnecessarily large. The evaluation shows that this has no negative
impact on precision and recall compared to other recommendation systems. If the assigned use of a removed wildcard is not at the top or bottom of the pattern, ARES keeps the use annotation and only removes the assigned name. This is necessary since the corresponding wildcard is no longer present.

4.6 Choice Insertion

The final step handles differences between the modified parts of the code changes that do not correspond to code in the original parts. To increase the accuracy of the recommendations it is necessary to handle those differences explicitly. After the previous steps, the differences are visible as they correspond to use annotations without assigned names. This step replaces each such use with a choice annotation because the input examples provide insufficient information to determine the right recommendation based on a purely syntactical approach.

In the running example, the use that replaced the assert and print call has no assigned name and is thus changed into a choice annotation. Based on c1 and c2 it is impossible to determine which print invocation should be part of the recommendation. Hence, ARES generates several recommendations, one for each variant. It is up to the developer to decide which of the recommendations is the most appropriate. Similar to the name assignment process, ARES only has to examine the statement that was replaced by the use annotation to identify the code for the case annotations in Fig. 3(b).

5 SEARCH FOR APPLICATIONS

This section explains how ARES finds code locations where a given pattern is applicable. For a high accuracy, it is important that the algorithm identifies the correct matches between the AST nodes in the pattern (including wildcards) and AST nodes at the code location. To make the algorithm as fast as possible, this section no longer relies on a tree structure but uses a serialized list of AST nodes. However, this is no limitation to the movement support as the Recommendation Creation (Sec. 6) handles them.

As example we use the pattern in Fig. 3 and browse the code in Fig. 6(a). ARES first searches for suitable starting points in the code and then executes the AST-node matching from there in parallel. Such a starting point is an AST node that has the same type as the first AST node in the original part of the pattern and that is not part of an annotation. The first node in Fig. 3 is the method call in line 3. Suitable starting points in Fig. 6(a) are the calls in lines 2, 3, 4, 7, and 10. ARES uses each of these calls as a startNode when executing the algorithm given in Fig. 7. The other input arguments are the AST of the method that contains startNode and the AST of the original part of the pattern.

In lines 2 and 3 of Fig. 7, ARES generates a list of AST nodes for the code location (starting at startNode) and a list of AST nodes for the pattern (starting from the first code node in the body of the match annotation). With the loop in lines 6–29 the algorithm compares both lists of AST nodes to determine whether they are identical (with respect to the wildcards), in which case the pattern is applicable to the code location that starts at startNode.

In the running example, both lists start with a call node. As the node of the pattern is not a wildcard, w (line 13) is null and the algorithm uses isMatch to compare ncl of the code location with np of the pattern. The function isMatch returns true if the types of these AST nodes are identical (e.g., if both are call nodes). There are only two exceptions. If both AST nodes are identifiers, isMatch is true if np is in the list of identifiers of the match annotation or if the identifier names are equal. The second exception concerns boolean constants as they make a large difference in the pattern due to their limited value range. In this case, isMatch is only true if both are identical. ARES does not compare the values of other constants. This increases the generalization of a pattern and makes it applicable to more code locations because different literals do not prevent a pattern from being applicable.

If the comparison with isMatch is successful, the algorithm adds the pair (ncl, np) to the set of matched nodes (matches). The recommendation algorithm later uses this set to replace the identifiers in the pattern (e.g., k) with identifiers of the code location (e.g., c) and also to replace constants in the pattern (e.g., 42) with constants in the code location (e.g., 99). If the comparison with isMatch is unsuccessful, the algorithm looks for another valid position to backtrack.
(lines 28–29). If there is a valid position, ARES resets the variables to the saved values and continues from the last valid position.

Backtracking is necessary due to the use of wildcards. The pattern design (see Sec. 2) allows a wildcard to replace none or more statements/expressions. This leads to several valid end points of a wildcard match and creates the reset nodes. In the example, the node *verbose* is associated with a wildcard. Thus, *getAssociatedWildcard* identifies the wildcard in line 3 of the pattern. As this is the first appearance of this wildcard, the algorithm creates a valid reset position in line 20. This reset position covers the case that the wildcard is empty and does not match any code at this location. The reset point starts at the position after *verbose* (pos = 1) and thus continues without a match.

In our example, *init* has an argument and thus the wildcard has a node to match. The function *allowedNode* checks whether the wildcard can replace \( n_i \). A replacement is possible if \( n_i \) is within the scope of the wildcard. For the wildcard in line 2, the scope consists of the arguments of *init*. Here this is the case and the algorithm adds the appropriate match (line 23). If \( n_i \) is also the last node of one argument of *init*, the node is also a valid end point of the wildcard and the algorithm adds a new reset point that starts at the end of the argument (lines 24–25). Then the search continues at the next node in the list of the code location (lines 26–27). The algorithm handles the other wildcards (lines 8, 11) in a similar fashion. The difference is only that this time *allowedNode* accepts all nodes from the current code block and *allowedReset* accepts only complete statements.

After the loop terminates, the algorithm checks whether the process reached the end of the template and thus whether the code location matches all nodes of the template. In this case the search is successful and returns the set of matched nodes (lines 30–33).

### 6 Recommendation Creation

The general idea of the creation step is to use MTDIFF to create the list of edit operations that change the original part of the pattern into the modified part (see Fig. 3) and to apply these edit operations to a copy of the code location (identified in the previous step). Note that ARES does not use the modified part of the pattern as the base for the recommendation. Using the list of edit operations instead has the advantage that ARES can preserve parts of the copied code, e.g., the identifier \( c \) and the number 99 (see Fig. 6(a)). This increases the accuracy of the recommendation.

To be able to apply the list of edit operations, the copied code has to look like the original part of the pattern. For that purpose, ARES removes all AST nodes from the copy that were matched with a wildcard during the search. Then ARES inserts the wildcard annotations into the copy. After these changes, the copy looks like the original part of the pattern in Fig. 3(a) except for the preserved code parts. This allows ARES to apply the edit operations to create the modified part of the pattern (with respect to the preserved code parts). Then ARES replaces the *use* annotations with the code that is paired with the corresponding wildcard, i.e., the wildcard with the same name.

Finally, ARES works on the *choice* annotations. For a single *choice* ARES could create one copy of the recommendation per *case*. If there are more *choices*, then conceptually there is the potential for exponential growth. Hence, ARES limits the number of copies. If there are at most \( \text{max} \) *case* statements in all *choices* (2 in the example), ARES creates \( \text{max} + 1 \) copies of the current recommendation code. The \( n \)-th copy contains the code in the \( n \)-th *case* annotation of each *choice*. If a *choice* annotation has fewer than \( n \) cases, we omit this choice completely. This implies that the last copy does not contain any code from *choice* annotations. After this step, ARES presents the \( \text{max} + 1 \) copies as variants of one recommendation to the developer.

### 7 Evaluation

We first evaluate the accuracy of ARES and compare it with that of LASE [29], before we show that the improved accuracy does not negatively impact precision, recall, or execution times. For all measurements we use a workstation with 128 GB of RAM and a 3.6 GHz Intel Xeon CPU, OpenJDK 8 and Ubuntu 16.10. We also discuss the current limitations of ARES in this section.

#### 7.1 Accuracy

Our benchmarks comprise several real-world source code archives that vary with respect to the number and size of the sets of training examples (similar code changes). We always check how close the recommended code changes get to changes that can actually be found in the commits.

**Eclipse—Two Input Code Changes.** In this part, we use 2 groups of similar code changes (Bugzilla Ids 77644, 82429) from the Eclipse JDT project [1] and 21 groups from the Eclipse SWT project [2]. Meng et al. [29] used the same manually collected 23 groups for their evaluation of LASE. All these code changes are present in commits of the respective repositories.

Table 2 lists the Bugzilla Ids of the changes; \( m \) is the size of the group of similar code changes that exist in the repositories for a bug. In most cases, \( m \) is equal to the evaluation provided by Meng et al. The only exceptions are the rows with Ids 20 and 21 for which we identified a different number of changes in the repository.

For the next two segments of Table 2 (**LASE—Two Input Code Changes, ARES—Two Input Code Changes**) we use the same two changes of a group for the creation of the patterns. We carefully selected the two changes to reproduce the same precision and recall values that Meng et al. [29] list in their evaluation.

For each of the 23 bug fixes, the \( \Delta \)-columns list the number of code locations for which LASE and ARES create a recommendation. The columns marked with ✓ show how many of the \( m \) manually identified locations the tools find. For each of them, column \( A_T \) and \( A_C \) give the accuracy, i.e., the closeness of the recommendation to the code that the original developers of the change wrote. Thus, a perfect accuracy means that the recommendation has the same statements, moved code and identifiers that are present in the repository. For developers this is important because a higher accuracy means less work to actually apply a recommendation to a project. To measure the accuracy we compute the Levenshtein distance [24] (LD) between the method body of the recommendation and the method body of the changed code from the repository. We use two variants. The first uses AST body (T), the second actual characters (C). A high token accuracy \( A_T \) shows that the recommendation is accurate with respect to the syntax (e.g., uses the same number
of \( \text{if} \) statements. We use \( A_T = 1 - L_D / \max(|r_T|, |m_T|) \), where \( |r_T| \) is the number of tokens in the recommendation and \( |m_T| \) is the number of tokens in the method body from the repository. As comments are not part of any token, they are ignored for this measurement. We also define \( A_C = 1 - L_D / \max(|r_C|, |m_C|) \), where \( |r_C| \) is the number of characters in the recommendation and \( |m_C| \) is the number of characters in the method body from the repository. This includes both comments and whitespace. Each cell in the accuracy columns contains the mean of the correctly identified recommendations (✓).

Across all groups of code changes, ARES can produce more accurate recommendations compared to LASE and even achieves a perfect accuracy (100%) for 11 of the 23 groups. For these groups, the recommendations are identical to the changes that were actually performed by a human developer. A closer inspection of the recommendations by LASE shows that LASE ignores code transformations that occur only in one of the input examples which reduces \( A_T \). For some cases, the ARES accuracy column contains two values. In these cases, the pattern contains a choice annotation and ARES generates several recommendation variants. \( A_T \) and \( A_C \) give the minimal and the maximal accuracy values for the corresponding groups. In 3 of the 5 ids (lids: 2, 12, 23), even the minimal values for \( A_T \) of ARES outperform LASE. Often (for 11 groups) ARES achieves perfect accuracy values (100%) in \( A_C \). Hence, ARES recommends exactly the code a developer has written, including comments, coding style, and whitespace.

**Eclipse—All Code Changes.** In some cases (e.g., patterns for critical bugs) a high recall is more important than a high precision (and accuracy). For these cases, ARES supports more than two input changes. Each additional change in the training set can increase the number of wildcards and hence the recall. However, each additional wildcard can also decrease precision and accuracy. To examine the effects of additional input changes we added a third set of evaluation results in Table 2 (ARES—All Code Changes). For these results, ARES uses all input changes to create a pattern. Thus, we maximize the recall and minimize precision and accuracy for each of the groups.

For this set, the accuracy of ARES is still at 94% (87% in the minimal choice case) on average. In most cases, the accuracy of ARES in this configuration is also higher than the accuracy of LASE with only two input changes. This means that even with the most general pattern for a group and thus the pattern with the least accuracy, ARES still achieves higher accuracy values than LASE. Also, ARES still has a perfect accuracy for 8 groups.

**JUnit—All Code Changes.** The above analysis shows that ARES achieves a higher accuracy for the 23 groups of code changes from Eclipse. A threat to the validity of these results is that it is possible to optimize a system for such a small dataset. To examine whether ARES also has higher accuracy values for a larger dataset, we use 3,904 groups of code changes from JUnit [3] taken from the results of C3 [23]. C3 is a tool that identifies groups of similar code changes in code repositories with the help of clustering algorithms. The groups by C3 are suitable inputs for ARES and LASE. This time we use all input examples (not only two) to train ARES and LASE.

Whereas it is again possible to measure the accuracy (as the manual code changes are in the repository) there cannot be numbers for precision and recall as \( m \) is unknown for this dataset.

Table 3 shows the accuracy results for JUnit. For 482 sets of input changes both LASE and ARES produce recommendations and generate a recommendation for the input changes. We excluded input changes for which one of the tools produces an error or does not recommend a change. Similar to the evaluation above, ARES reaches a high accuracy of 91% to 100%. Again for most groups, the accuracy of ARES is higher than that achieved by LASE. This is also true for the minimal accuracy values.

### 7.2 Precision, Recall, and Time Measurements

**Precision & Recall.** Let us now compare the precision \( P(\frac{m}{r}) \), and recall \( R(\frac{m}{r}) \) values. The higher the precision and recall, the better...
is the tool. Overall, the precision of ARES is similar to that of LASE. For 20 of the 23 groups of code changes the precision of ARES is identical to or higher than that of LASE. The average recall of ARES is still at a high level (76%) but below that of LASE (87%). However, Christakis and Bird [13] found in their study that the recall is less important to developers compared to a high precision. Hence, with respect to precision and recall there are (almost) no costs for the improved accuracy of ARES.

A closer look reveals that ARES is more precise than LASE for three change groups (Ids: 10, 12, 23) because of two reasons. First, ARES can handle variations in the input changes with appropriate wildcards. Instead, LASE uses the Maximum Common Embedded Subtree Extraction algorithm to identify the common AST that all training examples share and which is more general in some cases. Second, ARES keeps common code, even if it is unrelated to the changes, whereas LASE identifies code that has no dependencies to the code change and excludes it from the pattern.

While it can be beneficial to keep some unrelated code in the pattern, keeping too much of it causes a loss of precision (Id 8) or recall. There is room for more research concerning this issue. In contrast to LASE, ARES is also currently limited to the method body and does not include the method signature in the patterns. This lack of a signature in the pattern lowers the precision in two cases (Ids: 2, 20).

The groups 20 and 23 are outliers as the precision of both ARES and LASE is considerably lower compared to the other groups. The reason is that the input examples for both groups only add the same statements and otherwise have very little code in common. This leads to short and very general patterns.

Time Measurements. Here we compare the times that ARES and LASE take to create the patterns and to use them when they browse the projects for possible pattern applications (Eclipse SWT: ∼2,000 Java files, ∼375,000 lines of code; Eclipse JDT: ∼5,750 Java files, ∼1,372,000 LOC). Fig. 8 shows the measurements. Each code change (row in Table 2) corresponds to one measurement point. The lines in the boxes are the medians of the time measurements. The boxes of the plot define the 25% and 75% quartiles, the whiskers: minimum/maximum.

7.3 Limitations and Threats to Validity
The major limitation of ARES is the current restriction to method bodies. Due to this restriction we also had to exclude the group of code changes with Bugzilla Id 74139 that Meng et al. [29] use in their evaluation of LASE. This was necessary as the code changes in this group only have a common signature but no common statements.

Whereas both the search and recommendation creation of ARES already support larger changes, extending the pattern creation to work with full classes would need annotations that, for example, define when methods or fields can be reordered. The pattern creation would also require new rules and transformations for wildcards outside of code blocks.

Another limitation is that ARES (like LASE) can only search for one pattern at a time. Similar to their application in code clone detection tools, suffix trees [21] may accelerate the search for several patterns in parallel.

The threat to validity of the evaluation is the implementation of LASE that we built from a publicly available version [4]. We had to apply several bug fixes to be able to replicate the evaluation results of Meng et al. [29]. Despite our efforts, there are still some small differences left. We also changed the implementation to bypass the UI to enable script-based performance measurements. We argue that if we have introduced new errors they are probably small since we obtained most of the original results.

8 RELATED WORK
The book Recommendation Systems in Software Engineering [34] and the study by Gasparic and Janes [18] provide an overview of the related work. We discuss the works closest to ARES.

Example-based recommendation. LASE [29] is closest to ARES. The main differences are that LASE does not handle moved code parts accurately and thus the accuracy of the recommendations is lower. RASE [27] relies on LASE to create a generalized pattern from examples. With this pattern it refactors the code without altering its semantics to replace all changed locations with a single unifying code fragment. Thus, it has the same low accuracy as LASE and also only supports refactorings. In contrast to ARES, SYDIT [28] generates an edit script from just one example which limits its generalization ability. Developers also must find pattern applications manually with SYDIT whereas ARES finds them automatically. Critics [43] addresses the review process. The developer provides a generalization of a single code change as input. Critics then finds matching spots in the code where a similar change may have been forgotten or where an inconsistent modification may
have occurred. For Critics, it is the task of the developer to provide the generalization and to take care of the design of the pattern to increase the accuracy. ARES creates the pattern automatically.

REFAZER [35] is another tool that learns code transformations from examples. It uses a domain specific language (DSL) to represent code change patterns. In contrast to ARES, the algorithms that generate this pattern do not support code movements and thus if a code pattern relies on movements it cannot be as accurate as ARES. Currently, a direct comparison is not possible as REFAZER only supports C# and Python whereas ARES uses Java.

Santos et al. [36] compare three different ways (structural, AST-based, information retrieval) to search for additional code change locations based on up to two examples. If a search finds such a location, their system applies a set of code changes. If this is successful, their system recommends the code change. Their AST-based approach uses the longest common subsequence (LCS) [9] and thus is less precise than ARES in regard to moved code. Also this approach is time consuming as it requires the execution of the LCS on many different ASTs. ARES is faster as its backtracking algorithm can abort the search for possible pattern applications earlier. Their information retrieval approach relies on the similarity of code parts (e.g., variable names) and is less precise than ARES that includes the code structure in the pattern. Their structural approach searches for methods with similar signatures, packages, etc. The authors argue that this is useful in combination with the AST-based and information retrieval approaches. It is possible to include their structural approach in ARES to increase precision.

Tate et al. [37] use a proof-checker to learn transformations from examples. They can only find provably semantic-preserving transformations.

Padioleau et al. [32] introduce semantic patches to manually generalize patches obtained from standard diff tools. Andersen et al. [5, 6] extend this idea and introduce a tool that creates generalized (semantic) patches from hand-picked diffs. ARES is more accurate as it supports code movements whereas diffs are limited to insert and delete operations.

Code completion. Cookbook [19] uses generalizations from examples to suggest code completions while the developer is typing. In contrast to ARES it is a line based approach and does not support code movements and thus has a lower accuracy if code movements are necessary. MAPO [44] and Precise [42] search for similar API usages in code repositories. MAPO recommends frequently used call sequences. Precise extracts API calls including their argument values and corresponding declarations from repositories, extracts groups with similar arguments using a k-nearest neighbor algorithm, and generates API usage recommendations, including possible parameters. Bruch et al. [12] also use a k-nearest neighbor algorithm and find code fragments that are similar to code that is currently being developed. Bajracharya et al. [7] use structural semantic indexing for this purpose. All focus on code completions and thus small coding suggestions. In contrast, ARES strives to suggest larger transformations including changes of complete methods.

Specialized recommendation. In addition to example-based approaches, there are also tools for specific tasks. CFix [20] uses predefined patterns to automatically fix concurrency bugs. Weiner et al. [41] and AutoFix-E [40] generate bug fixes automatically, but are limited to testable fixes and specifications. Robbes and Lanza [33] learn code transformations by examining edit operations in the IDE. Their tool cannot automatically find locations. Stratego/XT [38] and DMS [8] offer DSLs to specify AST transformations. Manniesing et al. [25] focus on loop transformations. Other works solely locate patterns in source code, e.g., the Dependency Query Language [39] or the Program Query Language [26]. In contrast to ARES, developers must specify patterns manually. They also do not get recommendations. Miller et al. [30] let developers select multiple code fragments and then they apply a change to all of them in the same fashion. In contrast to ARES this is limited to identical changes and developers have to find the code locations themselves. Thung et al. [16] introduce a recommendation system that supports developers in backporting Linux drivers. Their framework is specifically tailored to the backporting and is not intended for general code change recommendations.

9 CONCLUSION
We presented the novel Accurate REcommendation System (ARES) that specializes on code movements to increase the accuracy of code recommendations. A higher accuracy means that ARES generates code recommendations that better reflect what a developer would have written. ARES achieves the higher accuracy results with a pattern design that expresses code movements more accurately compared to the state-of-the-art. Similar to other tools, ARES generates these patterns from source code training examples. The generated patterns of ARES contain only plain Java code with a set of annotations and therefore are not a black box for developers. Thus, developers can read and manually adapt the patterns.

We also presented in detail how ARES generates, generalizes, and applies these patterns. With these techniques ARES achieves an average recommendation accuracy of 96% in our evaluation and outperforms LASE. Precision and recall are on par. The execution time is a bit higher, but still below two minutes for large real-world source code archives.

For reproducibility and to kindle further research, we open-source ARES, the rules for the edit script adjustment, all the evaluation inputs and results, including the human-readable patterns generated by ARES (https://github.com/FAU-Inf2/ARES).
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